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ABSTRACT: Orbitals and orbital overlap are important concepts in chemistry but are seldom incorporated into medicinal
chemistry analyses of drug−target interactions. Our orbital overlap distance D(r) quantifies the size of the “test orbital” that best
overlaps with a system’s computed orbitals at point r. The overlap distance provides information about all of the occupied
orbitals across a molecule, extending frontier orbital (Fukui) analysis and complementing widely used maps of the surface
electrostatic potential. We present the first tests of the overlap distance for problems in medicinal chemistry. The overlap
distance quantifies the different coordination chemistries of pairs of metal cations possessing similar charges and ionic radii.
Combining the overlap distance and electrostatic potential provides a rich picture of the binding sites for chemically “hard”
versus “soft” cations in formylglycine-generating enzyme and extends frontier orbital analysis in quantifying the chemistry of
promiscuous binders. We conclude by showing how the electrostatic potential and overlap distance combine to give a novel and
experimentally testable prediction for improving the in vivo activity of centromere-associated protein E inhibitors. The results
motivate including the overlap distance alongside electrostatic potential maps in medicinal chemistry.

■ INTRODUCTION

Overview. Orbitals and orbital overlap are at the heart of
chemistry. Orbital overlap in chemical bonds,1 frontier orbital
interactions,2 isolobality,3 and charge versus orbital control of
reactivity4 are central to chemical theory. Orbital overlap
explains why phenyl sulfide is a better nucleophile than the
more negatively charged phenyl oxide, why deprotonated
amides perform nucleophilic attack at nitrogen rather than the
more negatively charged oxygen,5 and why cations of
comparable charge and ionic radius can have strikingly
different biochemistry.6 Molecular orbital calculations are
increasingly important in biological and medicinal chemistry,
as illustrated in recent applications to quantitative structure−
activity relationships (QSARs),7 ligand−target interactions,8

mechanistic proposals for enzyme catalysis,9 and simulations of
entire proteins.10

However, orbitals as a conceptual tool are used less in
biological and medicinal chemistry. Classical analyses of one
orbital at a time (e.g., highest occupied and lowest unoccupied

orbitals2), though useful in some studies,7,11 can be inefficient
for large ligands and active sites. Instead, medicinal chemists
often focus on electrostatic and hydrophobic interactions
visualized across a biomolecule’s entire surface.12−15 This
imbalance is illustrated in a recent study of 17a-hydroxylase-
17,20-lyase inhibition, where sophisticated density functional
theory (DFT) molecular orbital calculations were analyzed
solely in terms of computed molecular electrostatic potentials
(MESPs).16 Many investigators have explored orbital-based
descriptors in biochemistry.17 Recent examples include
condensed Fukui functions,18 chemical hardness and soft-
ness,19,20 and the electron localization function (ELF).11

However, these powerful tools often have a steep learning
curve and are arguably unfamiliar to many experimentalists.21

The Orbital Overlap Distance. Our orbital overlap
distance is intended to more effectively bridge the divide

Received: June 11, 2018
Published: August 30, 2018

Article

pubs.acs.org/jcimCite This: J. Chem. Inf. Model. 2018, 58, 1836−1846

© 2018 American Chemical Society 1836 DOI: 10.1021/acs.jcim.8b00370
J. Chem. Inf. Model. 2018, 58, 1836−1846

D
ow

nl
oa

de
d 

vi
a 

SO
U

T
H

E
R

N
 M

E
T

H
O

D
IS

T
 U

N
IV

 o
n 

D
ec

em
be

r 
17

, 2
01

8 
at

 1
7:

41
:1

5 
(U

T
C

).
 

Se
e 

ht
tp

s:
//p

ub
s.

ac
s.

or
g/

sh
ar

in
gg

ui
de

lin
es

 f
or

 o
pt

io
ns

 o
n 

ho
w

 to
 le

gi
tim

at
el

y 
sh

ar
e 

pu
bl

is
he

d 
ar

tic
le

s.
 

pubs.acs.org/jcim
http://pubs.acs.org/action/showCitFormats?doi=10.1021/acs.jcim.8b00370
http://dx.doi.org/10.1021/acs.jcim.8b00370


between classical analyses of individual orbitals and visual-
ization of chemically intuitive quantities on the entire surface
of large biomolecules. The orbital overlap distance quantifies
the size of the orbital lobes on an approaching ligand that best
overlap with the occupied MOs of the molecule of interest.
The orbital overlap distance is based on our electron
delocalization range function, EDR(r; d).22 The EDR
quantifies the extent to which the molecular orbitals around
point r overlap with a hydrogenic “test function” orbital of
width d centered at r:

∫ρ γ= ′ ′

−| − ′|

−d

d

r r r r r

r r

EDR( ; ) ( ) d ( , )

C exp( / )d

1/2 3

2 2
(1)

where γ(r, r′) = ∑iσniσψiσ(r)ψiσ(r′) is the one-particle density
matrix constructed from all of the spin−orbitals ψiσ(r) with
nonzero occupancies niσ and Cd = [2/(πd2)]3/4 is a factor that
ensures that the value of the EDR is between −1 and +1. The
orbital overlap distance D(r) is defined as the value of d that
maximizes EDR(r; d) at point r. Like the electrostatic
potential, the overlap distance and EDR are functions of the
full one-particle density matrix.22 This makes them independ-
ent of orbital-localizing unitary transforms and readily
evaluated from multideterminant and multireference ab initio
calculations.
Figure 1 shows how we compute the orbital overlap distance

D(r) at a single point r on the surface of hydrogen, helium, and
oxygen atoms. The green and red surfaces in Figure 1 show the
occupied α-spin valence molecular orbitals. The blue surfaces
are the EDR test function Cd exp(−|r − r′|2/d2) in eq 1, which
is centered at point r. The orbital overlap distance D(r) is the
value of the test function width d that maximizes the test
function’s overlap with the molecular orbitals. The overlap
between the relatively diffuse lithium atom 2s orbital and the
EDR test function is maximized at a relatively large width, D(r)
= 6.5 bohr. The overlap between the more compact doubly
occupied helium atom 1s orbital and the EDR test function is
maximized at a smaller width, D(r) = 3.1 bohr. The overlap
between the oxygen atom 2s and 2p orbitals and the EDR test
function is maximized when the test function overlaps with one
of the lobes of the oxygen p orbital. This leads to a small width,
D(r) = 2.6 bohr.
Before continuing, we clarify two potentially confusing

aspects of Figure 1. First, the density matrix formalism in eq 1
ensures that the orbital overlap distance is evaluated from all
orbitals with nonzero occupancy. Such density-matrix-depend-
ent quantities are independent of “localizing” or “hybridizing”
transforms of integer-occupied orbitals. For example, the

overlap distance and electrostatic potential computed for
ethylene are independent of whether the canonical delocalized
occupied molecular orbitals are transformed to “σ and π
bonds” or “banana bonds”. Second, the results for oxygen show
that the orbital overlap distance characterizes the size of
individual orbital lobes. This naturally corresponds to the
valence-bond picture of bonding, in which, for example, ethane
formation from two sp3-hybridized H3C* fragments involves
overlap of the main lobes of the two singly occupied carbon sp3

orbitals. Rather than choosing different test functions for
different orbitals, we choose a single test function to overlap
with a single orbital lobe.
The orbital overlap distance is freely available in the

Multiwfn package23 and is available in the Gaussian 16 cubegen
utility.24 Both of these packages compute the electron density,
electrostatic potential, and overlap distance on a three-
dimensional grid of points. These three-dimensional grids are
used by visualization software (here the VMD package) to
depict the electrostatic potential or overlap distance on
particular density isosurfaces. These three-dimensional grids
may also be used to evaluate atom-averaged values of the
density (to determine atomic partial charges), electrostatic
potential, or overlap distance.
The orbital overlap distance contains information that is

qualitatively different from the information contained in the
electrostatic potential. Molecular electrostatic potentials are
evaluated from the nuclear positions and the electron
probability density distribution ρ(r) = γ(r,r), i.e., from the
diagonal part of the one-particle density matrix. The off-
diagonal part of the density matrix, the part sampled by the
EDR, is key to orbital overlap, electronic kinetic energy,25 and
bonding versus antibonding interactions.26,27

We have shown in previous work how the orbital overlap
distance and EDR give quantitative chemically relevant
predictions that are unavailable from electrostatics alone.
System averages of the orbital overlap distance computed in 76
structurally diverse anionic water clusters show a quantitative
one-to-one correlation with a very different measure of the
“size” of the solvated electron, the radius of gyration of the
singly occupied molecular orbital.28,29 Such system averages
also give quantitative agreement with Mollwo−Ivey relations
for the “size” of electrons trapped in alkali halide bulk F-center
defects30 and for isolated atoms’ highest occupied molecular
orbital (HOMO) radii31 and quantify the relationship between
cavity size and trapped electron delocalization in high-pressure
electrides.32,33 Topological analysis of the EDR following
Bader’s approach34 gives attractors whose locations in space
are consistent with the topology of the ELF.25,35,36 The orbital

Figure 1. Calculation of the orbital overlap distance at a point r on the surface of helium (left), lithium (middle), and oxygen (right) atoms. The α-
spin valence orbitals (He 1s, Li 2s, O 2s and 2p) are shown in red and green. The EDR test function Cd exp(−|r − r′|2/d2) centered at point r is
shown in blue. The test function’s width d is chosen to maximize its overlap with the occupied orbitals. The “orbital overlap distance” D(r) is
defined as that width.
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overlap distances computed at these attractors provide
chemically reasonable “sizes” of core, bonding, and lone-pair
orbitals; distinguish Au+ cores from delocalized metallic
electrons; and quantify the additional delocalization of
stretched bonds for ammonia dissociation on Si(001).35 The
overlap distance and EDR computed from DFT calculations
generally match high-level ab initio calculations.31 Dif ferences
between EDRs computed from single- versus multireference
calculations quantify the localizing effects of strong correlation
in stretched H2 molecule,22 stretched carbon monoxide,31

other stretched polar covalent bonds,37 and a cluster model of
lithium−ammonia solutions’ concentration-dependent transi-
tion to a metallic state.29,38 Atom-averaged orbital overlap
distances rationalize several situations where atomic partial
charges alone provide an incomplete picture of reactivity: why
PhS− is a better nucleophile than PhO− in SN2 reactions with
MeI even though PhO− has a more negative charge on the
nucleophilic atom; why nitrogen is the preferred nucleophile in
deprotonated amides despite its less negative charge; and why
soft nucleophiles attack α,β-unsaturated ketones at the softer
and less positively charged β-carbon.5 Application to hexagonal
Au7 clusters showed that the central Au atom is unusually
weakly bound, with a relatively large overlap distance given its
charge, rationalizing previous experimental demonstrations
that doped clusters Au6M

− (M = Ti, V, Cr, Y) prefer to replace
the central Au atom with M.5 Combined, these results show
that the orbital overlap distance provides quantitative
information about orbital overlap that is unavailable from
electrostatics alone.
Combining the Orbital Overlap Distance and Electro-

static Potential. The present work considers the orbital
overlap distance and electrostatic potential computed on
molecule surfaces, an approach introduced in ref 31. Figure 2
shows a novel and biologically relevant illustration of how the
electrostatic potential and the orbital overlap distance combine
to distinguish coordination sites. Cysteine has three chemically
distinct Lewis base sites (O, N, and S) and can form chelates in
many different ways.39 Figure 2 shows the computed structure,
electrostatic potential, and orbital overlap distance of a
representative conformation of deprotonated cysteine eval-
uated in continuum water solvent. The electrostatic potential

clearly distinguishes the Lewis base sites from the surrounding
molecule but does not much distinguish N from S. In contrast,
the overlap distance clearly distinguishes the large orbital lobes
of the chemically “soft” S Lewis base (in green) from the
“harder” N Lewis base (in red). The accompanying table
shows the values of the electrostatic potential and overlap
distance at the points labeled with arrows.
It is important to note one caveat in interpreting these plots.

The electrostatic potential and orbital overlap distance have
some chemically reasonable correlation with each other.
Adding electron density to a region tends to make the
electrostatic potential more negative and make the overlap
distance larger, as the extra electron density tends to be bound
in relatively diffuse orbital lobes. However, we will endeavor to
show that the orbital overlap distance includes information
unavailable from the electrostatic potential alone.
In this work, we show how the overlap distance comple-

ments the electrostatic potential for representative problems in
biological and medicinal chemistry. We consider the
quantitative coordination chemistry of pairs of biologically
relevant ions with similar charges and sizes, the different
coordination sites of a metal-binding protein, and the reactivity
of the rhodanine “privileged scaffold”. We conclude by
reanalyzing a previous medicinal chemistry study of drug
candidate electrostatic potentials12,13 and show that including
the orbital overlap distance provides a nontrivial prediction for
improving the in vivo activity. These results motivate adopting
the overlap distance alongside electrostatic potentials in
medicinal chemistry.

■ METHODS

Molecular density isosurfaces, electrostatic potentials, and the
orbital overlap distance were evaluated using the open-source
Multiwfn package.23 Technical notes on computing the overlap
distance using Multiwfn or the Gaussian 16 cubegen utility are
available online at http://personal.tcu.edu/bjanesko. Electro-
static potentials were computed for isolated molecules in
vacuum unless noted otherwise.14 Ligand and protein
“surfaces” were taken to be the 0.001 e/bohr3 density
isosurface.34 This isosurface encompasses approximately 96%

Figure 2. (top, left to right) Computed structure, molecular electrostatic potential, and overlap distance D(r) of deprotonated cysteine. The
electrostatic potential distinguishes the three Lewis basic sites (black arrows) from the surrounding amino acid. The overlap distance distinguishes
the diffuse and chemically soft sulfur base (blue arrow) from the compact and chemically hard oxygen base (red arrow) and nitrogen base (green
arrow). (bottom) Values of the electrostatic potential and overlap distance at the three points shown with arrows.
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of the electronic charge40 and is considered standard in
calculations of electrostatic potential.41 Figure S3 illustrates the
effect of choosing different isosurfaces. Electrostatic potentials
and overlap distances are visualized using VMD version
1.9.3.42 Visualizations of ONIOM embedded calculations show
the low-level region as protein backbone ribbon diagrams
colored by secondary structure.
Technical details of Figure 1 are as follows. We considered

point r on the α-spin density isosurface defined by ρα(r) =
0.001 e/bohr3. The molecular orbitals were plotted on the
isosurface |ψ(r)|2 = 0.0004 e/bohr3, and the EDR test function
was plotted on the surface where it reached 70% of its
maximum value. Molecular orbitals from Hartree−Fock/aug-
cc-pVQZ calculations were used.
Technical details of other figures are as follows. Input

molecular orbitals were obtained from generalized Kohn−
Sham DFT calculations using approximate exchange−
correlation (XC) functionals43,44 or ONIOM embedded
DFT/Amber calculations,45,46 performed using the Gaussian
electronic structure package.47 The calculations in Figures 2
and 3 used the ωB97X-D XC functional48 and the aug-cc-
pVTZ-PP basis set. Details of Figure 4 are discussed below.
The calculations in Figure 5 were performed at the ωB97X-D/
def2-TZVPP//ωB97X-D/6-31+G(d,p) level. The calculations
in Figure 6 were performed at the B3LYP/6-31+G(d,p) level.
Atom-averaged valence orbital overlap distances for the system
in Figure 5 were evaluated using Hirshfeld population
analysis31,49 as described previously.5

The calculations in Figure 4 began from the experimental
crystal structure of formylglycine-generating enzyme (PDB ID
5NXL).50 We used the AmberTools51 package to add
hydrogen atoms and counterions, solvate with an octahedral
water box, optimize the initial crystal structure coordinates,
and equilibrate to room temperature using molecular dynamics
simulations under isothermal−isobaric ensemble (NPT)
conditions. The final frame of the molecular dynamics
trajectory was used in ONIOM calculations with ωB97X-D/
6-311G(d,p) DFT on the binding site, AMBER molecular
mechanics for the remaining protein, and no treatment of
surrounding water. The results in Figure 4 combine three
separate ONIOM calculations, one for each binding site.
Gaussian input files for all three calculations and details of the
molecular dynamics simulations are provided in the Supporting
Information.
The overlap distance was evaluated as shown in refs 5, 22,

and 31. The overlap distance was computed from EDR(r; di)
on an even-tempered grid of distances di, typically including 50
values starting at di=1

−2 = 2.5 bohr−2 with an increment of 1.5
bohr−2.

■ RESULTS AND DISCUSSION
Quantifying Coordination by Combining the Orbital

Overlap Distance and Electrostatic Potential. We begin
by building on previous work5,22,29−31,33,35,37 with solid and
quantitative results that the orbital overlap distance can do
what the electrostatic potential cannot. We first consider the
special case of systems with nearly identical surface electrostatic
potentials and show that the surface overlap distance quantifies
remaining differences in chemistry. Table 1 shows the
differences in experimental aqueous-phase ammonia binding
constants,52 Δ[log K(NH3)], for three pairs of cations with
similar sizes and charges: K+ and Au+, Cd2+ and Hg2+, and
Mg2+ and Zn2+. (For example, the experimental ammonia

binding constants log K(NH3) are −2.8 for K+ and 5.6 for Au+,
giving a Δ[log K(NH3)] of −8.4. Values for individual species
are listed in Table S1.) These binding constants are a useful
indicator of cations’ relative affinities for N donors over O
donors. We compare these differences in binding constant to
the absolute percent differences in tabulated ionic radii53 and
the percent differences in the surface electrostatic potential and
orbital overlap distance computed at those ionic radii. (For
example, the tabulated ionic radius of K+ is 138 pm, and the
tabulated ionic radius of Au+ is 137 pm, giving a percent
difference ΔR = 100% × (138 pm − 137 pm)/(138 pm + 137
pm) ≤ 1%. The computed surface overlap distance of K+ is
2.22 bohr and that of Au+ is 1.64 bohr, giving a 15% difference.
Values for individual species are listed in Table S1.)
Ion charge and size alone cannot explain the differences in

ammonia binding, as the selected pairs of ions have sizes and
electrostatic potentials that are within a few percent of each
other. The additional information provided by the overlap
distance clearly helps quantify the measured differences in
ammonia binding affinity. In all three cases, the ion with the
larger overlap distance has a weaker experimental ammonia
affinity, indicating a preference for O donors. Chemically, ions
with more diffuse valence orbitals and larger surface overlap
distances likely have reduced Pauli repulsion from the compact
(cf. Figure 2) oxygen lone pairs. Quantitatively, the difference
between the ammonia binding affinities of pairs of similarly
sized cations is well-approximated by the difference between
the surface overlap distances as Δ[log K(NH3)] = −0.8ΔDsurf
(R2 = 0.92). Specialists should note that complete prediction of
ions’ aqueous-phase coordination chemistry requires careful
consideration of enthalpy, entropy, solvent coordination
geometry, and many other factors beyond the scope of this
work. However, the overlap distance’s ability to distinguish
ions of similar charge and size indicates its utility beyond the
electrostatic potential alone.
We next consider how the surface electrostatic potential and

surface overlap distance work together to provide a rich picture
of chemistry. Figure 3 presents the electrostatic potentials and
overlap distances for three small representative Lewis bases
that have dif ferent electrostatic potentials: MeO−, MeS−, and
Me−. The figure also shows the bases’ gas-phase binding
affinities to the hard Lewis acid H+ and the soft Lewis acid Au+.
The electrostatic potential alone cannot capture all of the
trends in binding affinities: for example, the order of
electrostatic potentials is MeS− > Me− > MeO−, but the
order of H+ binding affinities is Me− > MeO− > MeS−. The
orbital overlap distance alone also cannot capture all of the
trends in binding affinities: for example, the order of overlap
distances is Me− > MeS− > MeO−. However, the electrostatic
potential and orbital overlap distance combined can capture the
trends in binding affinities. The electrostatic potential and
overlap distance combine to distinguish the hard Lewis base

Table 1. Differences in Experimental Ammonia Binding
Affinity (Δ[log K(NH3)]), Tabulated Ionic Radii (ΔR),
Computed Surface Electrostatic Potential (ΔVsurf), and
Surface Overlap Distance (ΔDsurf) for Three Pairs of Metal
Ions with Similar Ionic Radii and Electrostatic Potentials

metal ion pair Δ[log K(NH3)] ΔR ΔVsurf ΔDsurf

K+ and Au+ −8.4 <1% <1% +15%
Ca2+ and Hg2+ −9.0 1% <1% +13%
Mg2+ and Zn2+ −1.9 1% 2% +6%
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MeO− (large negative electrostatic potential, small D), the soft
Lewis base MeS− (less negative electrostatic potential, large
D), and the very soft, very strong carbanion Lewis base Me−

(moderate negative electrostatic potential, very large D). The
table in Figure 3 illustrates how the hard acid H+ binds more
tightly to MeO− than to MeS−, the soft acid Au+ binds more
tightly to MeS− than to MeO−, and both acids’ tightest bond is
to the strong base Me−. This picture is consistent with
Pearson’s hard−soft acid−base principle that acids and bases
of comparable strength prefer hard−hard and soft−soft
interactions and with the fact that strong Lewis bases tend
to be soft.
To further quantify this, we present an initial quantitative

structure−property investigation of the data in Figure 3. We
model the binding affinity of base B to acid A, ΔE(B,A)

(tabulated in Figure 3), as a sum of electrostatic and orbital-
overlap-distance contributions:

Δ = +E V C D C(B, A) (B) (A) (B) (A)V Dsurf surf (2)

Fitting eq 2 to the data in Figure 3 gives CV(H
+) = −915,

CD(H
+) = 49, CV(Au

+) = −234, and CD(Au
+) = 49 with a root-

mean-square deviation (RMSD) in the computed binding
affinities of 8 kcal/mol. The parameter values are chemically
reasonable, showing that orbital overlap is relatively important
for the gold cation, with |CV(Au

+)| < |CV(H
+)|. Including only

electrostatic contributions in the model (CD(A) = 0) increases
the RMSD to 35 kcal/mol. Including only orbital-overlap-
distance contributions (CV(A) = 0) increases the RMSD to 31
kcal/mol. (Table S2 gives the binding affinities predicted by all
three models.) Combining the electrostatic potential and

Figure 3. (top) Computed structures, molecular electrostatic potentials (MESPs), and overlap distances D(r) of three biologically relevant Lewis
bases. Electrostatic potentials range from negative (blue) to positive (red) and overlap distances from compact (red) to moderate (green) to diffuse
(blue). (bottom) Most negative electrostatic potential, largest overlap distance, and accurate DFT-computed gas-phase interaction energies with H+

and Au+ for each base.
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orbital overlap distance gives a level of accuracy unattainable
by either alone.
It is especially noteworthy that the orbital overlap distance in

Figure 3 captures the “coordination” chemistry of the Me−

carbanion. Carbanion binding to H+ of course forms a covalent
C−H bond. The very large overlap distance computed for the
Me− carbanion is clearly consistent with its instability and
reactivity. (Experimentally, the gas-phase pKa of methane is
substantially larger than that of methanol or methanethiol.)
Electrostatics alone does not capture carbanion reactivity, as
the electrostatic potential of MeO− is more negative than that
of Me−. Figure 3 thus confirms our previous demonstra-
tions5,22,29−31,33,35,37 that the overlap distance captures orbital-
dependent aspects of chemical reactivity that are different from
and complementary to the aspects captured by the electrostatic
potential.
Metal Binding Sites. We next show how the electrostatic

potential and overlap distance combine to distinguish chemi-
cally distinct metal binding sites on a single protein. We choose
formylglycine-generating enzyme (FGE),54−59 a representative
copper-dependent60 protein catalyzing C−H activation.56,60

FGE has one high-affinity56 binding site for Cu+61 and two
binding sites for Ca2+.56 Figure 4 shows the electrostatic
potential and overlap distance in Thermomonospora curvata
FGE computed from the experimental crystal structure of its
complex with Ag+, a redox-stable Cu+ mimic (PDB ID
5NXL).50 The Cu+ binding site contains cysteines Cys269
and Cys274. Ca2+ binding site Ca1 contains the carboxylate
group of Asp202 and the hydroxyl groups of Ile189, Asn188,
and Tyr204 in addition to a coordinated water molecule. Site
Ca2 contains the hydroxyl groups of Asn222, Val223, Gly225,
and Val227.
Figure 4 shows two views (left and right) of the computed

electrostatic potential (top) and overlap distance (bottom) of
FGE. The enzyme has a high-affinity binding site for Cu+

visible in the left view, and two Ca2+ binding sites are visible in
the right view. The two Ca2+ binding sites have a high
concentration of negative charge from the carboxylate and
hydroxyl groups that bind Ca2+. This high concentration of
negative charge is visible as bright-red regions in the plot of
electrostatic potential (top right), clearly distinct from the
other regions of the enzyme surface. Given only the computed
electrostatic potentials in Figure 4, it would be straightforward
to determine the locations of the two Ca2+ binding sites.
The situation is different for the high-affinity Cu+ binding

site. The key cysteine residues do not give as high a
concentration of negative charge. The Cu+ binding site is
not visible as a bright-red region in the plot of electrostatic
potential. It is (at the present level of theory) a gray-blue
region of modest negative charge, similar to many other gray-
blue regions on the enzyme surface (see, e.g., the two black
arrows). Given only the computed electrostatic potentials in
Figure 4, it would not be straightforward to determine the
location of the high-affinity Cu+ binding site.
The orbital overlap distance provides the necessary addi-

tional information. The orbital overlap distance shows the
chemically “soft” cysteine Lewis bases in the high-affinity Cu+

binding site as a bright-blue region (bottom left) and the
“harder” Ca2+ binding sites as bright-red regions (bottom
right). This distinguishes the region that binds copper. Given
both the electrostatic potential and overlap distance surfaces in
Figure 4, it would be more straightforward to determine the
locations of all three binding sites. While this example is
arguably artificial, as practicing chemists do not interpret
computed electrostatic potentials in isolation, it does highlight
how the overlap distance and electrostatic potential combine
to provide a richer picture of binding site chemistry.
Similar results are seen for other binding sites. Figures S2

and S3 show the computed electrostatic potential and overlap
distance for the cysteine dimer in the active site of the gold-

Figure 4. (top) Electrostatic potential and (bottom) overlap distance of (left) Cu+ and (right) Ca2+ binding sites of FGE (PDB ID 5NXL). The
electrostatic potential is most negative in the Ca2+ binding sites (top right, red). The overlap distance is relatively large in the cysteine sulfurs of the
Cu+ binding site (bottom left, blue). Arrows indicate representative regions with similar electrostatic potentials and different overlap distances.
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binding protein GolB. The dimer has a large overlap distance,
consistent with the relative chemical softness. Specialists
should note that calculations in four different basis sets,
including or omitting a continuum model for the water solvent,
and using three different choices of density isosurface, all give
qualitatively similar results.
Promiscuous Binding. The electrostatic potential and

orbital overlap distance can contribute to ongoing discussions
in the medicinal chemistry literature. Rhodanines have been
identified as problematic “promiscuous hitters” that interact
nonspecifically with many targets.62,63 However, other studies
suggest that rhodanines are “privileged scaffolds” that are
useful in drug design.11,64 A recent experimental and
computational study suggested that rhodanines’ HOMO and
negative electrostatic potential are strongly localized at the
exocyclic sulfur and proposed that this was responsible for
rhodanine’s distinct intermolecular interaction profile.11

Figure 5 examines the orbitals, electrostatic potential, and
orbital overlap distance of the benzylidene-substituted
rhodanine derivative studied in ref 11. We find that the
electrostatic potential minimum occurs on the exocyclic
oxygen, not on the less electronegative exocyclic sulfur. In
contrast, the overlap distance is largest on the exocyclic sulfur,
consistent with the HOMO−1. The orbital overlap distance in
Figure 5 is relatively large (blue and green) on the exocyclic
sulfur, distinguishing it from the more compact exocyclic
oxygen (red) and aromatic sulfur (green). Quantitatively,
Hirshfeld population analysis31,49 shows that the exocyclic
sulfur has an atomic charge of −0.22e and an average valence
overlap distance of 1.94 bohr, making it more charged and
more diffuse than the ring sulfur (+0.04e, 1.85 bohr) but less
charged and much more diffuse than the exocyclic oxygen
(−0.28e, 1.32 bohr). Chemically, the electrostatic potential and
orbital overlap distance are reminiscent of deprotonated

Figure 5. (left) Structure and HOMO−1, (middle) surface electrostatic potential, and (right) surface overlap distance of benzylidene-substituted
rhodanine.

Figure 6. (top) Structures, in vitro CENP-E IC50 values (in nM), and in vivo HeLa cell proliferation values (in nM) [p-HH3 EC50 (nM)] of
CENP-E inhibitors 6a, 1e, 1j, and 1h from refs 12 and 13 and inhibitors A and B proposed here. R1 = p-fluorobenzene; R2 = m-methyl-p-
fluorobenzene; R3 = C(O)N(C2H4NMe2)PhCl2. (middle and bottom) Predicted electrostatic potentials and overlap distances of the fused-ring
regions. The neutral fused-ring electrostatic potential (black boxes) was previously shown to be correlated with the in vitro activity.12 We propose
that small substituent orbital overlap distances (red boxes) are correlated with the in vivo activity.
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amides. Deprotonated amides perform nucleophilic attack by
the less negative nitrogen atom rather than the more negative
oxygen atom, consistent with the nitrogen atom’s substantially
larger orbital overlap distance.5 We suggest that rhodanine’s
promiscuous binding arises from the less negative exocyclic
sulfur rather than the more negative exocyclic oxygen,
consistent with the former’s substantially larger orbital overlap
distance.
Extending Frontier Orbital Analysis. Rhodanine also

illustrates how the orbital overlap distance extends classical
Fukui analyses of individual frontier orbitals. The calculations
in Figure 5 used the modern ωB97X-D DFT exchange−
correlation functional. These calculations predict that the
rhodanine derivative’s HOMO is not strongly localized at the
exocyclic sulfur but is instead delocalized over the entire π
system. (Figure S3 shows the rhodanine HOMO, HOMO−1,
electrostatic potential, and overlap distance evaluated with
different methods.) The localized orbital in Figure 5 is the
ωB97X-D-computed HOMO−1. Calculations with the older
BLYP65,66 XC functional used in ref 11 invert the order of the
HOMO and HOMO−1, matching the results from that
reference. In contrast, Figure S4 shows that ωB97X-D, BLYP,
and ωB97X-D continuum solvent calculations give nearly
indistinguishable electrostatic potential and overlap distance
plots. The robust nature of the overlap distance further
illustrates its value as an interpretive tool.
CENP-E Inhibitor Design. We conclude by combining the

electrostatic potential and overlap distance to make a nontrivial
prediction in structure-based drug design. We revisit a
published “real-world” application of ligand electrostatic
potentials in a combined experimental and computational
study. We show that combining the computed ligand
electrostatic potentials with new calculations of the same
ligands’ overlap distances provides a prediction for a previously
untested inhibitor.
We consider a series of studies by Hirayama and co-workers

developing centromere-associated protein E (CENP-E)
inhibitors.12,13 CENP-E is a mitotic spindle motor protein
and a promising target for cancer therapies. A combination of
high-throughput screening, structure−activity relationship
measurements, and homology model docking identified lead
compound 6a (Figure 6). The authors of those studies
performed SAR analysis by inspecting computed electrostatic
potential maps. On the basis of these inspections, the authors
suggested that the in vitro activity was correlated with a neutral
electrostatic potential on the aromatic ring moiety, the region
highlighted with black boxes in Figure 6. However, compound
6a possessed insufficient cellular activity despite its neutral
aromatic ring. This motivated the synthesis of the new lead
compound 1e, whose neutral aromatic region was combined
with higher in vivo activity. Subsequent derivatization
produced improved species 1j and 1h, leading to the eventual
identification of a potent 5-methoxyimidazo[1,2-a]pyridine
derivative.
Before continuing, we note that solubility, entropic and

enthalpic effects, and an enormous number of other factors
affect inhibitor in vitro and in vivo activities. These effects are
far beyond the scope of this work. However, we suggest that
the authors of refs 12 and 13 successfully used computed
inhibitor electrostatic potentials to optimize one aspect of
ligand in vitro activity. We predict that computed inhibitor
overlap distances allow us to optimize an aspect of ligand in
vivo activity.

Figure 6 shows the structures, measured in vivo and in vitro
activities, and computed electrostatic potentials and overlap
distances of 6a, 1e, 1j, and 1h (numbering follows the
experimental references). The figure also shows the computed
structures, electrostatic potentials, and overlap distances of the
new compounds A and B proposed in this work. The
calculations truncated the dichlorobenzyl moiety, following
ref 12.
The black boxes in Figure 6 show the electrostatic potentials

in the region of the aromatic ring moiety. In ref 12 it was found
that compounds with high in vitro activity have a neutral
electrostatic potential in this region. Our computed electro-
static potentials agree with this result: all of the ligands in
Figure 6 have a neutral electrostatic potential in the region in
the black box.
The red boxes in Figure 6 show the orbital overlap distances

in the region of the aromatic ring substituents. The orbital
overlap distance in this region is relatively large (blue-green)
for compounds 6a and 1e, smaller (green) for compound 1a,
and smaller yet (red and green) for compound 1b.
Compounds with high in vivo activity appear to have a
compact orbital overlap distance in this region. The orbital
overlap distance provides a new and nontrivial prediction:
compact substituents with small overlap distance in the aromatic
ring region improve in vivo activity.
On the basis of this analysis, we predict that novel

compound A, obtained by replacing the methoxy group with
a trifluoromethyl ether (a strategy increasingly adopted in
medicinal chemistry and drug discovery67), will exhibit
improved in vivo activity. We thank an anonymous reviewer
for suggesting compound B, obtained by replacing the
methoxy group with a fluoro substituent. To our knowledge,
compounds A and B have not been previously proposed as
CENP-E inhibitors. However, Figure 6 shows that both A and
B combine a relatively neutral electrostatic potential in the
aromatic ring moiety with a compact orbital overlap distance in
the region of the aromatic ring substituents. On this basis, we
predict that these compounds will exhibit higher activities than
1h. We predict that replacing the corresponding methoxy
substituent with a fluorine or a trifluoromethyl ether in the
final imidazo[1,2-a]pyridine derivative, (+)-12 in ref 13, could
provide additional increases in activity. Figure S5 shows the full
chemical structures of (+)-12 and the proposed trifluorome-
thylated CENP-E inhibitor based on A.

■ CONCLUSIONS

The examples presented above show how the orbital overlap
distance can complement electrostatic potential maps in
biological and medicinal chemistry, providing a clearer picture
of orbital overlap effects in large biochemical systems. The
orbital overlap distance distinguishes which parts of a
biomolecule surface come from diffuse, polarizable orbitals.
The orbital overlap distance quantifies the different exper-
imental coordination chemistries of pairs of ions with similar
sizes and charges, quantifies hard−soft acid−base aspects of
coordination chemistry, helps distinguish the binding sites of
soft Cu+ and hard Ca2+ cations on formylglycine-generating
enzyme, highlights the orbital-driven aspects of rhodanine’s
promiscuous binding, and provides new nontrivial predictions
in structure-based drug design. These results motivate using
the overlap distance alongside electrostatic potential maps in
interpreting MO calculations in medicinal chemistry.
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